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Overview

This lecture draws heavily upon

• 2012 AEA continuing education lectures by Imbens and
Woodldridge (full materials available here.)

• Mostly Harmless Econometrics

• The Mixtape (read online here )
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The Evaluation Problem

• The issue we are concerned about is identifying the e�ect
of a policy or an investment or some individual action on
one or more outcomes of interest

• This has become the workhorse approach of the applied
microeconomics �elds (Public, Labor, etc.)

• Examples may include:
• The e�ect of taxes on labor supply
• The e�ect of education on wages
• The e�ect of incarceration on recidivism
• The e�ect of competition between schools on schooling
quality

• The e�ect of price cap regulation on consumer welfare
• The e�ect of indirect taxes on demand
• The e�ects of environmental regulation on incomes
• The e�ects of labor market regulation and minimum wages
on wages and employment
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Setup

Typically attributed to Rubin

• Observe N units, indexed by i, drawn randomly from a
larger population

• Postulate two potential outcomes for each unit
{Yi(1), Yi(0)} depending on whether they receive
treatment or not.

• Observe additional exogenous covariates Xi

• Consider a binary treatment Wi such that

Yi ≡ Yi(Wi) =

{
Yi(0) if Wi = 0

Yi(1) if Wi = 1
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SUTVA

• Note there is already an important assumption embedded
in this setup, the stable unit treatment value assumption
(SUTVA).

• Assume that the outcome, in either state for unit i does
not depend on the assignment of other units.

• This is likely to fail in many important settings. Examples?
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Methods

1 Matching

2 Instrumental Variables

3 Di�erence in Di�erence and Natural Experiments

4 RCTs

5 Structural Models

• Key distinction: the treatment e�ect of some program (a
number) from understanding how and why things work
(the mechanism).

• Models let us link numbers to mechanisms.
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The Evaluation Problem

Two major problems:

• All individuals have di�erent treatment e�ects τi
(heterogeneity).

• Individual treatment e�ects τi = Y1i − Y0i are never
observed (FPOCI)

What is hard here?

• Selection in treatment may be endogenous. That is Wi

depends on Yi(1), Yi(0).

• Fisher or Roy (1951) model:

Yi = (Yi(1)− Yi(0))Wi + Yi(0) = α+ τiWi + ui

• Agents usually choose Wi with τi or ui in mind.

• Can't necessarily pool across individuals since τi is not
constant.
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Structural vs. Reduced Form

• Usually we are interested in one or two parameters of the
distribution of τi (such as the average treatment e�ect or
average treatment on the treated).

• Most program evaluation approaches seek to identify one
e�ect or the other e�ect in reduced form, using
quasi-experimental variation.

• The structural approach attempts to recover the entire
joint f(τ, ui) distribution but generally requires more
assumptions, but then we can calculate whatever we need.

• Instead we often focus on simpler estimands.
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Common Objects of Interest

• Population average treatment e�ect (PATE)

τP = E [Yi(1)− Yi(0)]

• Population average treatment e�ect for treated units
(PATT)

τP,T = E [Yi(1)− Yi(0)|W = 1]

• Sample average treatment e�ect (SATE)

τS =
1

N

N∑
i=1

(Yi(1)− Yi(0))

• Sample average treatment e�ect for treated units (SATT)

τS,T =
1

NT

∑
i∈Wi=1

(Yi(1)− Yi(0))
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Estimation under unconfoundedness

Assumption: 1

(Yi(0), Yi(1)) ⊥Wi|Xi

• Sometimes called �conditional independence assumption�
or �selection on observables�.

• Can see this is implicit in the regression
Yi = α+ τWi +X ′iβ + εi where εi ⊥ Xi under the
assumption of a constant treatment e�ect (otherwise this
is not the same)

Assumption 2 (Overlap)

0 < Pr(Wi = 1|Xi) < 1
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How useful are these assumptions?

Imbens (2015) has a good discussion on this. Suggests
following motivations:

• This is a natural starting point. Compare treatment and
control units, after adjusting for observables. Need not be
the last word!

• All comparisons involve comparing treated to untreated
units. Absent RCT, its up to researcher to investigate
which comparisons to emphasize

• Often specifying a model can clarify how sensible this is.
Guido has a good example on costs in the paper.
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Under these assumptions, can we just use
regression?

• Let µw(x) = E[Yi(w)|Xi = x]
• A regression estimate of τ is then

τ̂reg =
1

N

∑
i

Wi(Yi − µ̂0(Xi)) + (1−Wi)(µ̂1(Xi)− Yi)

• Typically estimate

Yi = α+ β′Xi + τWi + εi

which assumes µw(x) = β′x+ τ ∗ w
• Could easily also compute

µw(x) = αw + β′wx

• Key point is that this estimator can be viewed as a missing
data problem, where predictions are computed using
regression.
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When is this likely to be a problem?

• Note µ0(x) is used to predict the "missing" control
outcomes for the treated observations.

• Want this predition at the average treated covariates X̄T

• With linear regression, our average control prediction for
the treated observations is going to be ȲC + β̂′(X̄T − X̄C)

• Ok if:
1 µ() is properly speci�ed
2 treated and control observations are similar (in X)

• First condition is untestable, but in practice predictions are
often sensitive to functional form

• Leads to a big emphasis on covariate balance.
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Matching

• Regression imputes missing potential outcomes using
regression.

• Matching imputes using the realized outcome of (nearly)
identical units in the opposite assignment group.

• Remember, we're in a world where we've assumed
unconfoundedness. Only challenge is that the treatment
group and the control group don't have the same
distribution of X's.

• Re-weight the un-treated population so that it resembles
the treated population.

• Once distribution of Xi is the same for both groups
Xi|Wi ∼ Xi then we assume all other di�erences are
irrelevant and can just compare means.
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Matching

Let F 1(x) be the distribution of characteristics in the treatment
group, we can de�ne the ATE as

E[Y (1)− Y (0)|T = 1]

= EF 1(x)[E(Y (1)− Y (0)|T = 1, X)]

= EF 1(x)[E(Y (1)|T = 1, X)]− EF 1(x)[E(Y (0)|T = 1, X)]

The �rst part we observe directly:

= EF 1(x)[E(Y (1)|T = 1, X)]

But the counterfactual mean is not observed!

= EF 1(x)[E(Y (0)|T = 1, X)]

But conditional independence does this for us:

EF 1(x)[E(Y (0)|T = 1, X)] = EF 1(x)[E(Y (0)|T = 0, X)]
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A Matching Example

Here is an example where matching was helpful from a paper by
Prof. Mortimer:

• She ran a randomized experiment where we removed
Snickers bars from around 60 vending machines in o�ce
buildings in downtown Chicago.

• There are a few possible control groups:
1 Same vending machine in other weeks (captures

heterogeneous tastes in the cross section)
2 Other vending machines in the same week (might capture

aggregate shocks, ad campaigns, etc.)

• We went with #1 as #2 was not particularly helpful.
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A Matching Example

Major problem was that there was a ton of heterogeneity in the
overall level of (potential) weekly sales which we call Mt.

• Main source of heterogeneity is how many people are in
the o�ce that week, or how late they work.

• Based on total sales our average over treatment weeks was
in the 74th percentile of all weeks.

• This was after removing a product, so we know sales
should have gone down!

• How do we �x this without running the experiment for an
entire year!
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A Matching Example

Ideally we could just observe Mt directly and use that as our
matching variable X
• We didn't observe it directly and tried a few di�erent
measures:
• Sales at the soda machine next to the snack machine
• Sales of salty snacks at the same machine (not substitutes
for candy bars).

• We used k-NN with k = 4 to select control weeks � notice
we re-weight so that overall sales are approximately same
(minus the removed product).

• We also tried a more structured approach:
• De�ne controls weeks as valid IFF
• Overall sales were weakly lower
• Overall sales were not less than Overall Sales less expected
sales less Snickers Sales.
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Control Control Treatment Treatment Mean
Product Mean %ile Mean %ile Di�erence % ∆

Vends

Peanut M&Ms 359.9 73.6 478.3* 99.4 118.4* 32.9
Twix Caramel 187.6 55.3 297.1* 100.0 109.5* 58.4
Assorted Chocolate 334.8 66.7 398.0* 95.0 63.2* 18.9
Assorted Energy 571.9 63.5 616.2 76.7 44.3 7.8
Zoo Animal Cracker 209.1 78.6 243.7* 98.1 34.6* 16.5
Salted Peanuts 187.9 70.4 216.3* 93.7 28.4 15.1
Choc Chip Famous Amos 171.6 71.7 193.1* 95.0 21.5* 12.5
Ruger Vanilla Wafer 107.3 59.7 127.9 78.6 20.6* 19.1
Assorted Candy 215.8 43.4 229.6 60.4 13.7 6.4
Assorted Potato Chips 279.6 64.2 292.4* 66.7 12.8 4.6
Assorted Pretzels 548.3 87.4 557.7* 88.7 9.4 1.7
Raisinets 133.3 66.0 139.4 74.2 6.1 4.6
Cheetos 262.2 60.1 260.5 58.2 -1.8 -0.7
Grandmas Choc Chip 77.9 51.3 72.5 37.8 -5.4 -7.0
Doritos 215.4 54.1 203.1 39.6 -12.3* -5.7
Assorted Cookie 180.3 61.0 162.4 48.4 -17.9 -10.0
Skittles 100.1 62.9 75.1* 30.2 -25.1* -25.0
Assorted Salty Snack 1382.8 56.0 1276.2* 23.3 -106.7* -7.7
Snickers 323.4 50.3 2.0* 1.3 -321.4* -99.4

Total 5849.6 74.2 5841.3 73.0 -8.3 -0.1

Notes: Control weeks are selected through the-neighbor matching using four control observations
for each treatment week. Percentiles are relative to the full distribution of control weeks.
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How do you actually do this?

• One dimension is easy: just sort

• In multiple dimensions, there are a variety of built in
nearest neighbor packages (Abadie Imbens (2006))

• What's nice about these is that the researcher only has to
pick the number of matches (although the default
tolerances not always innocuous)

• This is still cursed in that our nearest neighbors get further
away as the dimension grows.

• Suppose instead we had a su�cient statistic
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Propensity Score

• Rosenbaum and Rubin propose the propensity score

e(x) = Pr(Wi = 1|Xi) = E[Wi|Xi = x]

• They prove that under the assumption of
unconfoundedness,

(Yi(0), Yi(1)) ⊥Wi|e(Xi)

• So even if X is high dimensional, it is su�cient to
condition on a scalar function

• Of course, the true propensity score is not known...
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This suggests an attractive weigthing
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Approaches now look similar

• One option is "inverse probability weighting"
• Nonparametrically estimate e(x), the compute

τ̂ =

N∑
i

WiYi
ê(Xi)

/

N∑
i

Wi

ê(Xi)
−

N∑
i

(1−Wi)Yi
1− ê(Xi)

/

N∑
i

(1−Wi)

1− ê(Xi)

where this is slightly more complicated than just plugging
in ê() because in your sample the weights won't necessarily
sum to one (Hirano, Imbens and Ridder (2003))

• Alternatively we could �exibly estimate µw then plug in
these predictions for each observation manually.

• With discrete covariates, these will be equivalent!
• Otherwise there �nite sample propoerties will vary
depending on the smoothness of the regression and
propensity score functions.
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What about matching on the (estimated) propensity
score?

• VERY widely used approach

• Large sample properties not known

• "Why Propensity Scores Should Not Be Used for
Matching" (King and Nielsen, Forthcoming)

• Show this performs poorly in simulations compared to
matching on X's directly.

• One alternative from the same author's: Coarsened Exact
Matching
• Available in R and Stata from Gary King's website
• The idea: temporarily coarsen each variable into
substantively meaningful groups, exact match on these
coarsened data, and then retain only the original
(uncoarsened) values of the matched data.
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CEM has many uses

• Linh To's JMP:

• Question: Is there a signal value to parental leave?

• Theory: many PBNE's. In practice depends on pooling.

• Setting: Extension of leave in Denmark.
• Look for response among three types of women:

1 pool, pool
2 pool, separate
3 separate, separate

• Convincing RD: restrict to sample already pregnant when
law announced

• Challenge: Only see mothers in one group or the other

• Solution: Match each pre period mother using their closest
post-period counterpart, and assign her to that post-group.
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Results
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What can ML add here?

• Estimating the propensity score is a pure prediction
problem. We don't care what causes someone to be
treated in this setup

• This is a natural place for ML (decision trees, random
forests).

• What should we use to predict?
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Some recent ML proposals I

Belloni, Chernozhukov, FernÃ½ndez, and Hansen (2013)

• "double selection" procedure

• use LASSO to select X which predict Y , and another
LASSO to �nd X that predict W

• then do OLS on the union of the two sets of covariates

• show this performs better than simple regularized
regression of outcome on treatment and covariates in one
step
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Some recent ML proposals II

Athey, Imbens, and Wager (2016)
�Approximate Residual Balancing: De-Biased Inference of
Average Treatment E�ects in High Dimensions)�

• Idea: In order to predict the counterfactual outcomes that
the treatment group would have had in the absence of the
treatment, it is necessary to extrapolate from control

• This is confounded by imbalance.

• AIW construct weights so these samples are equivalent,
and run penalized regression to compute τ
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Assessing Unconfoundedness

• This assumption is fundamentally untestable
• However people have proposed a number of tests which, if
failed, might be inconsistent with unconfoundedness.

• One option is to look for an "e�ect" on an untreated
group.

• Imagine you had one sample of "eligible" units, some who
were treated and some who weren't. And another sample
of "ineligible" units, all of whom are also untreated by
construction.

• You could estimate a di�erence in outcomes within the two
untreated groups. If eligible but untreated units look
di�erent than uneligible, that should be worrisome.

• Imbens lecture does this with the Lalonde data and the
CPS.

• Another natural approach is to use "psuedo outcomes",
like lagged Y.
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Assessing Overlap

• Obviously want to start with a summary table comparing
the means of your treatment and control groups.

• What's a big di�erence? t-stats re�ective of sample size

• Instead report the normalized di�erence in covariates.
According to Imbens, a an average di�erence bigger than
0.25 standard deviations is worrisome.

• Another alternative is to plot the propensity score for the
two groups.
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Matching wrapup

• Even under unconfoundedness, very important to ensure
overlap

• Restrict your sample so that its balanced, using exact
matching if low dimensional, coarse or propensity score
otherwise

• Assess unconfoundedness using a psuedo-outcome if
possible

• Run regression on your matched sample
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Important: Do not match on outcomes!

• Controlling for covariates increases the likelihood of a
causal regression estimate, but more controls are not
always better.

• Let's say your treatment is in fact randomly assigned. But
it a�ects multiple outcomes. In this case, controlling for
these other outcomes can actually make things worse!

• MHE call this the �bad control� problem (p 64)
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MHE college / occupation example

• Wi denotes white collar workers, Yi denotes earnings.

• Both determined by college graduation status Ci

Yi = CiY1i + (1− Ci)Y0i

Wi = CiW1i + (1− Ci)W0i

• Assume that Ci randomly assigned, so independent of all
outcomes. We can easily estimate the causal e�ect on
either:

E[Yi|Ci = 1]− E[Yi|Ci = 0] = E[Y1i − Y0i]
E[Wi|Ci = 1]− E[Wi|Ci = 0] = E[W1i −W0i]
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What if we estimate the impact of college
conditional on a white collar job?

• Condition on Wi = 1

E[Yi|Wi = 1, Ci = 1]− E[Yi|Wi = 1, Ci = 0]

= E[Y1i|W1i = 1, Ci = 1]− E[Y0i|W0i = 1, Ci = 0]

• By joint independence of outcomes and C, this is

E[Y1i|W1i = 1]− E[Y0i|W0i = 1]
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What if we estimate the impact of college
conditional on a white collar job?

• This can be decomposed into:

Casual e�ect E[Y1i − Y0i|W1i] +

Selection bias E[Y0i|W1i = 1]− E[Y0i|W0i = 1]

• in words: we have the causal e�ect, plus the fact that
college changes the composition of the pool of white collar
workers

• bias can go either way: but point is that it is there even if
there is no causal impact of college on wages.
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Instrumental Varibales

See Guido Imben's NBER Slides.
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How Close to ATE?

Angrist and Imbens give some idea how close to the ATE the
LATE is:

β̂TSLS
1 →p E[β1iπ1i]

E[πi1]
= LATE

LATE = ATE +
Cov(β1i, π1i)

E[π1i]

• Average TE weighted by the probability that each
individual's treatment is in�uenced by Zi.

• If you always (never) get treated you don't show up in
LATE.
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How Close to ATE?

• With di�erent instruments you get di�erent π1i and TSLS
estimators!

• Even with two valid Z1, Z2

• Can be in�uential for di�erent members of the population.
• Using Z1, TSLS will estimate the treatment e�ect for
people whose probability of treatment X is most
in�uenced by Z1

• The LATE for Z1 might di�er from the LATE for Z2
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Example: Cardiac Catheterization

• Yi = surival time (days) for AMI patients

• Xi = whether patient received cadiac catheterization (or
not) (intensive treatment)

• Zi = di�erential distance to CC hospital

SurvivalDaysi = β0 + β1iCardCathi + ui

CardCathi = π0 + π1iDistancei + vi

• For whom does distance have the great e�ect on
probability of treatment?

• For those patients what is their β1i?
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Example: Cardiac Catheterization

• IV estimates causal e�ect for patients whose value of Xi is
most heavily in�uenced by Zi

• Patients with small positive bene�t from CC in the expert
judgement of EMT will receive CC if trip to CC hospital is
short (compliers)

• Patients that need CC to survive will always get it
(always-takers)

• Patients for which CC would be unnecessarily risky or
harmful will not receive it (never-takers)

• Patients for who would have gotten CC if they lived
further from CC hospital (hopefully don't see) (de�ers)

• We mostly weight towards the people with small positive
bene�ts.
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Local Average Treatment E�ect

So how is this useful?

• It shows why IV can be meaningless when e�ects are
heterogeneous.

• It shows that if the monotonicity assumption can be
justi�ed, IV estimates the e�ect for a particular subset of
the population.

• In general the estimates are speci�c to that instrument and
are not generalisable to other contexts.

• As an example consider two alternative policies that can
increase participation in higher education.
• Free tuition is randomly allocated to young people to
attend college (Z1 = 1 means that the subsidy is
available).

• The possibility of a competitive scholarship is available for
free tuition (Z1 = 1 means that the individual is allowed to
compete for the scholarship).
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Local Average Treatment E�ect

• Suppose the aim is to use these two policies to estimate
the returns to college education. In this case, the pair
{Y 1, Y 0} are log earnings, the treatment is going to
college, and the instrument is one of the two randomly
allocated programs.

• First, we need to assume that no one who intended to go
to college will be discouraged from doing so as a result of
the policy (monotonicity).

• This could fail as a result of a General Equilibrium response
of the policy; for example, if it is perceived that the returns
to college decline as a result of the increased supply, those
with better outside opportunities may drop out.
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Local Average Treatment E�ect

• Now compare the two instruments.

• The subsidy is likely to draw poorer liquidity constrained
students into college but not necessarily those with the
highest returns.

• The scholarship is likely to draw in the best students, who
may also have higher returns.

• It is not a priori possible to believe that the two policies
will identify the same parameter, or that one experiment
will allow us to learn about the returns for a
broader/di�erent group of individuals.
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Example: Pretrial Detention

• In US, innocent until proven guilty.

• Some defendants are detained prior to trial.

• Extreme cases are obvious, but lots of discretion in the
middle.

• What are the impacts on:
• time served
• future crime
• rehabilitation in to workforce

47 / 124



Treatment
E�ects
Part 1

Richard L.
Sweeney

Setup

Conditional
Independence

Regression

Matching

Vending
machines

Methods

Bad Controls

IV

Basics

Example:
Dobbie et al

Weak IVs

ML for IV

RDD

Example:
Islamic Rule

MTE

Roy model

Carneiro

References

Example: Pretrial Detention
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Means for detained vs released defendants
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First stage: Judges Matter
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Is assignment random?
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Results
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Interpretation: Who is marginal here?

• Instrument isn't binary here

• Thought experiment is the same though: identify which
defendants get out under the most lenient judge minus
those that get out under the strictest judge
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Who are the compliers?

• Follow strategy of Dahl et al (QJE 2014)
• Estimate complier share by subgroup
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How useful is LATE here?

• What can you do with this estimate?

• Is it of policy importance?

55 / 124



Treatment
E�ects
Part 1

Richard L.
Sweeney

Setup

Conditional
Independence

Regression

Matching

Vending
machines

Methods

Bad Controls

IV

Basics

Example:
Dobbie et al

Weak IVs

ML for IV

RDD

Example:
Islamic Rule

MTE

Roy model

Carneiro

References

Example: Dams
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Example: Dams

• What is the exclusion restriction here?

• How useful is this LATE?
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Weak instruments

• So far we have assumed that the instrument is relevant

cov(Z,W ) > 0

• Intuitively, if there are no �compliers�, we can't learn
anything from IV.

• In applications, instruments are sometimes barely relevant,
i.e. Ĉov(dz, x) 6= 0, but it's close.

• This leads to:
• Large �nite sample bias of β̂2SLS

• Inference issues: (wrong standard error, incorrect p-values,
incorrect con�dence intervals)
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Weak instruments

• This is an active area of research. See Angrist and Pischke
(Ch. 4); or Stock and Andrews 2018 NBER minicourse for
a recent treatment.

• Always report �rst stage F statistic for signi�cance of
coe�cients on instruments - rule of thumb: F ≥ 10 is okay
(under weak instrument asymptotics, bias of 2SLS and is
< 10% when F ≥ 10.)

• In general, adding weak instruments makes it worse!

• Estimates approach OLS. If instrument doesn't satisfy
exclusion restriction, this could be even worse!
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LASSO for selecting instruments

• Data often gives us many plausibly relevant instruments
that satisfy the exclusion restriction. Which should we use?

• We know that adding many weak instruments is
problematic.

• Intuitively we want something this is highly predictive of
the endogenous variable. This is what Lasso is good at.
(Belloni et al., 2012)
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Application: Eminent Domain

• How do changes in the government's ability to appropriate
property a�ect property markets?

• Challenge: Changes likely endogenous to the strength of
those markets and other economic factors

• Even if law changes are endogenous, much of the real
world variation comes from court rulings.

• Instrument: Judges
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IV Challenge: Which judges are more inclined to rule
for/ against eminent domain?

• Unlike pretrial detention example, don't have large N of
other cases.

• Many judge characteristics: gender, race, religion, political
a�liation, whether the judge's bachelor's degree was
obtained in-state, whether the bachelor's degree is from a
public university, whether the JD was obtained from a
public university, and whether the judge was elevated from
a district court.

• All are randomly assigned. Which ones are relevant?
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How do we typically proceed here?

• Pick the ones that make the most sense on intuitive
grounds.

• In another paper, Chen and Yeh do exactly this, using
1 whether a judge did not report a religious a�liation
2 whether the judge earned her law degree from a public

institution

• Could try other instruments and see if results are "robust"
(should they be?)

• Could try everything: data mining/ not feasible

• Belloni et al. create 140 �rst stage vars, and let LASSO
decide.

• Since all satisfy the exclusion restriction (by assumption),
this �rst stage selection has no bearing on second stage
interpretation.
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Results
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Regression Discontinuity Design

• Another popular research design is the Regression
Discontinuity Design.

• In some sense this is a special case of IV regression. (RDD
estimates a LATE).

• Most of Chris's slides taken from Lee and Lemieux (2010).

• For an extensive recent treatment, see �A Practical
Introduction to Regression Discontinuity Designs�
(Cattaneo, Idrobo and Titiunik (2019, CUP)) (available
here)

• Matias Catteneo has a number of useful tools (in R and
Stata) available on his website.
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RDD: Basics

• We have a running or forcing variable x such that

lim
x→c+

P (Ti|Xi = x) 6= lim
x→c−

P (Ti|Xi = x)

• The idea is that there is a discontinuous jump in the
probability of being treated.

• For now we focus on the sharp discontinuity:
P (Ti|Xi ≥ c) = 1 and P (Ti|Xi < c) = 0

• There is no single x for which we observe treatment and
control. (Compare to Propensity Score!).

• The most important assumption is that of no
manipulability τi ⊥ Di in some neighborhood of c.

• Example: a social program is available to people who
earned less than $25,000.
• If we could compare people earning $24,999 to people
earning $25,001 we would have as-if random assignment.
(MAYBE)

• But we might not have that many people...
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RDD: In Pictures
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RDD: Sharp RD Case

RDD uses a set of assumptions distinct from our LATE/IV
assumptions. Instead it depends on continuity.

• We need that E[Y (1)|X] and E[Y (0)|X] both be
continuous at X = c.

• People just to the left of c are a valid control for those just
to the right of c.

• This is not a testable assumption
• Typically draw pictures of other X's at c

• Most basic approach is regression

Yi = β0 + τDi +Xiβ + εi

where Di = 1[Xi > c]

• This puts a lot of restrictions (linearity) on the relationship
between Y and X.
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RDD: Nonlinearity

First thing to relax is assumption of linearity.

Yi = f(xi) + τDi + εi

• Two options for f(xi):
1 Kernels: Local Linear Regression
2 Polynomials:
Yi = β0 + β1xi + β2x

2
i + · · ·+ βpx

p + τDi + εi.

• Actually, people suggest di�erent polynomials on each
side of cuto�! (Interact everything with Di).

• Same objective. Want to �exibly capture what happens on
both sides of cuto�.

• Otherwise risk confusing nonlinearity with discontinuity!
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RDD: Kernel Boundary Problem
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Important reminder: LOCAL e�ect
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Bias
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RDD: Polynomial Implementation Details

To make life easier:

• replace x̃i = xi − c.
• Estimate coe�cients β: (1, x̃, x̃2, . . . , x̃p) and
β̃: (Di, Dix̃, Dix̃

2, . . . , Dix̃
p).

• Now treatment e�ect at c just the coe�cient on Di. (We
can ignore the interaction terms).

• If we want treatment e�ect at xi > c then we have to
account for interactions.
• Identi�cation away from c is somewhat dubious.

• Lee and Lemieux (2010) suggest estimating a coe�cient
on a dummy for each bin in the polynomial regression∑

k φkBk.
• Add polynomials until you can satisfy the test that the
joint hypothesis test that φ1 = · · ·φk = 0.

• There are better ways to choose polynomial order...
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RDD: Checklist

Most RDD papers follow the same formula (so should yours)

• Plot of P (D|X) so that we can see the discontinuity

• Plot of E[Y |X] so that we see discontinuity there also

• Plot of E[W |X] so that we don't see a discontinuity in
controls.

• Density of X (check for manipulation).

• Show robustness to di�erent �windows�

• The OLS RDD estimates

• The Local Linear RDD estimates

• The polynomial (from each side) RDD estimates

• An f-test of �bins� showing that the polynomial is �exible
enough.

Read Lee and Lemieux (2010) before you get started.
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Application: Meyersson (ECMA, 2014)

• RQ: Does Islamic political control a�ect women's
empowerment?

• Challenge: Islamic rule endogenous

• Meyerson uses the Lee instrument on 1994 Turkish
minicipal elections

• Catteneo et al 2018 use this as a running example to
demonstrate how to implement RD (and use their software)

Note: For a similar replication exercise, check out the RDD
chapter in Scott Cunningham's The Mixtape.
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Raw vs Local Comparisons
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Typically present bincatter
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Challenges to identi�cation

From The Mixtape

• The assignment rule is known in advance.

• Agents are interested in adjusting.

• Agents have time to adjust.

• The cuto� is endogenous to factors that independently
cause potential outcomes to shift. (Lots of things change
when people turn 18 / 21)

• There is nonrandom heaping along the running variable.

When to be worried? Individuals can �retake� the test, or self
report the running variable.
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Show other covariates smooth at cuto�
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More generally, think of other placebo tests

• Shouldn't �nd jumps at the cuto� in other variables, or
jumps in the same variable at other points (using the same
estimator)
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Look for bunching around the cuto� as evidence of
manilability

• If agents are unable to manipulate the running variable, we
should expect it to be smoothly distributed around the
cuto�

• McCrary (2008) introduced a widely used test of continuity
of the running variable density function
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No evidence of bunching in the Islamic rule paper

These tests and graphs can be easily implemented using the
rdrobust package.
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How useful is this LATE?
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Other Examples

Luca on Yelp

• Have data on restaurant revenues and yelp ratings.

• Yelp produces a yelp score (weighted average rating) to
two decimals ie: 4.32.

• Score gets rounded to nearest half star

• Compare 4.24 to 4.26 to see the impact of an extra half
star.

• Now there are multiple discontinuities: Pool them?
Estimate multiple e�ects?
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Fuzzy RD

An important extension in the Fuzzy RD. Back to where we
started:

lim
x→c+

P (Ti|Xi = x) 6= lim
x→c−

P (Ti|Xi = x)

• We need a discontinuous jump in probability of treatment,
but it doesn't need to be 0→ 1.

τi(c) =
limx→c+ P (Yi|Xi = x)− limx→c− P (Yi|Xi = x)

limx→c+ P (Ti|Xi = x)− limx→c− P (Ti|Xi = x)

• Under sharp RD everyone was a complier, now we have
some always takers and some never takers too.

• Now we are estimating the treatment e�ect only for the
population of compliers at x = c.

• This should start to look familiar. We are going to do IV!
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Related Idea: Kinks

A related idea is that of kinks.

• Instead of a discontinuous jump in the outcome there is a
discontinuous jump in βi on xi.

• Often things like tax schedules or government bene�ts
have a kinked pattern.
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Back to treatment e�ect heterogeneity

• Consider a binary treatment Ti
• Potential outcomes

Y0i = µ0(Xi) + U0i

Y1i = µ1(Xi) + U1i

• µj(x) represents the average outcome for individuals with
observables x, and conditional mean zero Uji captures
(additively separable) unobserved heterogeneity

• Individual treatment e�ect τi = Y1i − Y0i

• ATE averages τi over entire population.

• ATT / ATU averages over those who received / didn't
receive the treatment (somehow)

• LATE averages for those induced to switch due to an
instrument
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One quantity to rule them all: MTE

Heckman and Vytlacil (2005) provide a unifying non-parametric
framework to categorize all of these: the marginal treatment
e�ect or MTE

• De�ne the marginal treatment e�ect as the average
treatment e�ect on the marginal individual entering
treatment (ie not a number, this is a function).

• Key insight is that all of the other objects (LATE, ATE,
ATT, etc.) can be written as integrals (weighted averages)
of the MTE.

• The idea is to bridge the treatment e�ect parameters (stu�
we get from running regressions) and the structural
parameters: features of f(τi).
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Setup: Selection into treatment

Consider the latent variable discrete choice problem

• Decision rule
Ti = 1(vi ≤ Z ′iγ)

depends on at least one instrument Z which does not
a�ect potential outcomes.

• Vi represents the unobserved disutility of decision.

• For a given Z ′iγ and individual is marignal if Z ′iγ = vi

• Consider the TE τi = Y 1
i − Y 0

i

• The MTE is MTE(Zi) = E(τi|vi = Z ′iγ)
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Example: Selection into college

Let τi be lifetime earnings with and without college.

• Costs of attending Ci = w0 + γ′zi + vi

• Rational students attend if

τi − [w0 + γ′zi + vi] > 0

• If we could condition on marginal students,

vi = τi − [w0 + γ′zi]

we'd be able to pin down the treatment e�ect at a given Zi
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Propensity score

• Individuals select into treament if the observable portion of
their decision utility exceeds their unobserved resistance Vi

• Let FV be the cdf of this resistance. Observed treatment
thus implies

FV (µT (Xi, Zi)) ≥ FV (Vi)

• As written, the LHS is just the propensity score: the
probability of treatment based on observables.

• The RHS is simply individual i's quantile of the unobserved
distaste distribution. Let usi = FV (Vi).

• So if an indivdual with a propensity score P (Xi, Zi) = p
selects into treatment, it must be that that individual Vi is
in the bottom pth percentile of the V distribution.
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MTE: Derivation

For simplicity write

Y0i = γ′0Xi + U0i

Y1i = γ′1Xi + U1i

For any individual we observe

Yi = γ′0Xi + Ti(γ1 − γ0)′Xi + U0i + Ti(U1i − U0i)
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Think of the propensity score as an instrument

P (T = 1|Z) = P (Z) works as our instrument with two
assumptions:

1 (U0, U1, us) ⊥ P (Z)|X. (Exogeneity)
2 P (Z|X) continuous support � ie conditional on X there is
enough variation in Z for P (Z) to take on all values
∈ (0, 1).
• This is much stronger than typical relevance condition.
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MTE: Derivation

Take the expectation conditional on x and the instrument

E[Y |X,P (Z) = p] = γ′0X + p(γ1 − γ0)′X
+ E[T (U1 − U0)|X,P (Z) = p]

Note that T = 1 over the interval us = [0, p] and zero for
higher values of us.

E[T (U1 − U0)|P (Z) = p,X] =∫ ∞
−∞

∫ p

0
(U1 − U0)f((U1 − U0)|Us = us)dusd(U1 − U0)
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MTE: Derivation

Let U1 − U0 ≡ η. Can now express the MTE as

∆MTE(p) =
∂E[Y |X,P (Z) = p]

∂p

= (γ1 − γ0)′X +

∫ ∞
−∞

ηf(η|Us = p)d η

= (γ1 − γ0)′X + E[η|us = p]

What is E[η|us = p]? The expected unobserved gain from
treatment of those people whose unobserved characteristics
make them indi�erent between treatment at P (Z) = p (ie who
are at the margin).
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How to Estimate an MTE

1 Estimate P (Z) = Pr(T = 1|Z) nonparametrically (include
exogenous part of X in Z).

2 Nonparametric regression of Y on X and P (Z)

3 For example,

E[Y |X,P (Z)p] = γ′0X + p̂(γ1 − γ0)′X + κ(p̂)

where κ() is some nonlinear function (polynomials?)

4 Di�erentiate w.r.t. P (Z)

5 plot it for all values of P (Z) = p.

So long as P (Z) covers (0, 1) then we can trace out the full
distribution of ∆MTE(p).
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Can now de�ne any average we want in terms of
MTE

Calculate the outcome given (X,Z) (actually X and P (Z) = p).
ATE : This one is obvious. We treat everyone!∫ ∞

−∞
∆MTE(p) = (γ1 − γ0)′X +

∫ ∞
−∞

E(η|us)d us︸ ︷︷ ︸
0
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What about LATE?

• LATE: Fix an X and P (Z)

• Consider a policy which varies probability of treatment for X from
b(X) to a(X) with a > b.

• LATE integrates over the compliers with b(X) ≤ us ≤ a(X).

LATE(X) =

∫ ∞
−∞

∆MTE(p)

= (γ1 − γ0)′X +
1

a(X)− b(X)

∫ a(X)

b(X)

E(η|us)d us

• One thing to note is that obviously LATE depends on the margin the
policy shifts
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How does this compare to IV?

[Some of what follows comes from Cornelissen et al. (2016)]

• Consider the Wald estimator with two points from a continous
instrument

Wald(z, z′, x) =
E[Yi|Zi = z,Xi = x]− E[Yi|Zi = z′, Xi = x]

E[Ti|Zi = z,Xi = x]− E[Yi|Zi = z′, Xi = x]

• We showed this recovers

LATE(z, z′, x) = E[τi|Tiz > Tiz′ , Xi = x]

= E[τi|P (z′) < us < P (z), Xi = x]
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Consider a discretization of treatment probability
distribution
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Grouped IV averages relationship across bins
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How does this compare to IV?

• 2SLS is going to �t a line through these heterogenous e�ects, and
aggregate IV will be the slope.

• MTE allows slope to vary across very �ne bins

• Looking at the Wald formula, can see that MTE for a given us is the
limit of LATE as P (z′)→ P (z)

• Thus the MTE is actually identi�ed from local IV (LIV) using small
departures from propensity score at us = P (z)
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IV vs OLS weights

Under monotonicity IV weights all positive.
No guarantee for OLS.
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Carneiro, Heckman, and Vytlacil (2011)

• Estimate returns to college (including heterogeneity of
returns). Ti = 1 if ever attended college.

• NLSY 1979

• Y = log(wage) in 1991

• Covariates X: Experience (years), Ability (AFQT Score),
Mother's Education, Cohort Dummies, State
Unemployment, MSA level average wage.

• Instruments Z:
• Cost shifters: College in MSA ; In state cost
• Opportunity cost: average earnings in MSA and avg
unemployment (at 17).
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What does this tell us?

• Huge di�erence in returns

• Negative selection: people with lowest resistance have
returns of 40 percent. For those with highest restistance its
a 20 percent loss.

• Suggests people know something we don't when they opt
out of college.

• Obviously ATE would be very misleading here.
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Selection doesn't have to be positive

Cornellissen 2016: universal pre-K program in Germany.
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Summary: Margins Matter
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